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Simulation of laminar impinging jet on a porous medium with a thermal
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a b s t r a c t

This work shows numerical simulations of an impinging jet on a flat plate covered with a layer of a porous
material. Macroscopic equations for mass and momentum are obtained based on the volume-average
concept. Two macroscopic models are employed for analyzing energy transport, namely the one-energy
equation model, based on the Local Thermal Equilibrium assumption (LTE), and the two-energy equation
closure, where distinct transport equations for the fluid and the porous matrix follow the Local Non-Ther-
mal Equilibrium hypothesis (LNTE). The numerical technique employed for discretizing the governing
equations was the finite volume method with a boundary-fitted non-orthogonal coordinate system.
The SIMPLE algorithm was used to handle the pressure–velocity coupling. Parameters such as porosity,
porous layer thickness, material permeability and thermal conductivity ratio were varied in order to ana-
lyze their effects on flow and heat transport. Results indicate that for low porosities, low permeabilities,
thin porous layers and for high thermal conductivity ratios, a different distribution of local Nusselt num-
ber at the wall is calculated depending on the energy model applied. The use of the LNTE model indicates
that it is advantageous to use a layer of highly conducting and highly porous material attached to the hot
wall.

� 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Modern industrial equipment makes use of impinging jets in or-
der to locally cool, heat or dry surfaces. These applications include
electronics cooling, glass tempering, annealing of metals, drying of
textiles products and anti-ice systems for aircraft safety, for exam-
ple. The main advantage of impinging jets is their ability to pro-
duce high localized mass and heat transfer rates due to the thin
boundary layer around the flow stagnation region.

Pioneering studies considering two-dimensional impinging jets
with low Reynolds number, onto uncovered flat walls, are pre-
sented in Gardon and Akfirat [1], who experimentally obtained lo-
cal and averaged heat transfer coefficients. Sparrow and Wong [2]
made use of the well-known heat and mass transfer analogy and
took experimental data on local mass transfer for a two-dimen-
sional impinging jet. Results were then converted to heat transfer
using the mentioned technique. Chen et al. [3] experimentally
and numerically analyzed mass and heat transfer induced by a
two-dimensional laminar jet. Chiriac and Ortega [4] performed
numerical simulations in steady and transitory regime for a two-
dimensional jet impinging against a plate with constant tempera-
ture. In addition, in the recent years a number of research papers
covered a wide range of studies in porous media [5–18], including

flows parallel to a layer of porous material [19] across permeable
baffles [20,21] and porous inserts [22]. Investigation on configura-
tions concerning perpendicular jets into a porous core is much
needed for optimization of heat sinks attached to solid surfaces.
However, studies of porous medium under impinging jets are,
unfortunately, yet very scarce in the literature. An example found
are those given by numerical simulations of Kim and Kuznetsov
[23], who investigated optimal characteristics of impinging jets
into heat sinks. Another innovative application of impinging jets,
such as fiber hydroentalglement, can also be found in the recent
literature [24,25].

As mentioned, for the specific case here investigated, i.e., an
impinging jet over a covered plate, there are not too many results
in the open literature, being one example the work of Prakash et al.
[26,27] who obtained a flow visualization of turbulent jets imping-
ing against a porous medium. Also, Fu and Huang [28] evaluated
the thermal performance of different porous layers under a
impinging jet and Jeng and Tzeng [29] studied the hydrodynamic
and thermal performance of a jet impinging on a metallic foam.
Graminho and de Lemos [30] investigated the flow structure of a
laminar jet impinging on a layer of porous material. In [30] a lam-
inar version of a mathematical model described in detail by de
Lemos [31], who worked on a macroscopic two-equation model
for turbulent flow in porous media, was applied. Previously,
Rocamora and de Lemos [32] had added thermal modeling for
the treatment of a permeable medium. Later, de Lemos and Fischer
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[33] added the Local Thermal Equilibrium energy model (LTE) to
the flows analysis in [30].

The objective of the present contribution is to extend the work
of [33] in order to consider now a two-energy equation model,
which is based on the Local Thermal Non-Equilibrium assumption
(LTNE). Both sets of results, from LTE and LTNE closures, are here
compared in order to access their performance in evaluating under
which circumstances the addition of a layer of thermally conduct-
ing porous material can enhance the overall heat transferred from
a surface.

2. Confined impinging jet

The cases here investigated and their corresponding nomencla-
tures are detailed in Fig. 1. A laminar jet with uniform velocity vo

and constant temperature To enters through a gap into a channel
with height H and length 2L (Fig. 1(a)). Fluid impinges normally
against the bottom plate yielding a two-dimensional confined
impinging jet configuration. The width of the inlet nozzle is B
and the bottom plate temperature, T1, is maintained constant and
10 K above the temperature of the incoming jet, To. In a different

Nomenclature

Ai Macroscopic interface area between the porous region
and the clear flow

B Jet width
cF Forchheimer coefficient.
Da Darcy number, Da = K/H2

H Channel height
h Porous layer thickness, film coefficient
K Permeability
keff Effective thermal conductivity
k Thermal conductivity
L Channel length
Nu Nusselt number
Nuf Fluid phase Nusselt number
Nus Solid Phase Nusselt number
p Thermodynamic pressure
qw Integral wall heat flux
q/

w Integral wall heat flux will porous layer
hpii Intrinsic (fluid) average of pressure

Re Reynolds number based on the channel height,
Re = qm0B/l

Su Source term
T Temperature
huii Intrinsic (fluid) average of u
uD Darcy velocity vector (volume-average over u) = /huii
x, y Cartesian coordinates

Greek symbols
l Dynamic viscosity
q Density

Symbols, subscripts, special characters
s,f solid, fluid
w wall
/ Related to porous medium
o Inlet conditions

Fig. 1. Cases investigated: (a) Confined impinging jet on a flat plate – clear medium case (b) Confined impinging jet on a plate covered with a layer of porous material –
porous case.
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configuration, the bottom surface is covered with a porous layer of
height h (Fig. 1(b)). In both cases, the flow is assumed to be two-
dimensional, laminar, incompressible and steady. Also, the porous
medium is taken to be homogeneous, rigid and inert. Fluid proper-
ties are constant and gravity effects are neglected.

The boundary conditions for the problem are: (a) constant
velocity and temperature of the entering jet, (b) no slip condition
on the walls, (c) symmetry condition at x = 0, (d) fully developed
flow at channel exit (x = L). At the bottom plate (y = H), constant
temperature condition is assumed whereas along the upper wall,
for B/2 < x 6 L, null heat flux condition prevails.

3. Mathematical modeling and numerics

As mentioned, the mathematical model here employed is de-
scribed in de Lemos and Fischer [33] including now the assumption
of Local Thermal Non-Equilibrium (LTNE) or two-energy equation
model for heat transfer calculations. As most of the theoretical
development is readily available in the open literature, the govern-
ing equations will be just presented and details about their deriva-
tions can be obtained in the above-mentioned papers. Essentially,
local instantaneous equations are volume-averaged using appro-
priate mathematical tools [34]. Here, only laminar flow is consid-
ered since the Reynolds number based on the incoming jet

velocity is less than 1000. Due to the expansion of the flow when
entering the channel, velocities everywhere will always be lower
than that of the incoming jet, and for such reason it is here as-
sumed that the flow remains laminar in both the fluid layer and
within the porous substrate. Accordingly, for laminar flow, the
equations read:

3.1. Macroscopic continuity equation

The macroscopic equation of continuity for an incompressible
fluid flowing through a porous medium is given by:

r � uD ¼ 0 ð1Þ

where, uD is the average surface velocity, also known as Darcy
velocity. In Eq. (1) the Dupuit–Forchheimer relationship, uD = /huii,
has been used where / is the porous medium porosity and huii
identifies the intrinsic (fluid phase) average of the local velocity
vector u [34].

3.2. Macroscopic momentum equation

The macroscopic momentum equation (Navier–Stokes) for an
incompressible fluid with constant properties flowing through a
porous medium can be written as:
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Fig. 2. Validation for distribution of Nu along the lower plate for clear channel: (a) Re = 450, H/B = 4; (b) H/B = 5.
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Fig. 3. Effect of porosity for Re = 750, H/B = 2, Da = 8.28x10�3, h = 0.5H, and ks/kf = 10: (a) streamlines, (b) fluid temperature, (c) solid temperature.
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qr � uDuD

/
¼ �r/hpii þ lr2uD �

l/
K

uD þ
cF/qffiffiffiffi

K
p juDjuD

� �
ð2Þ

where the last two terms in Eq. (2) represent the Darcy and the
Forchheimer terms, respectively. The symbol K is the porous med-
ium permeability, cF = 0.55 is the form drag coefficient, hpii is the
intrinsic pressure of the fluid, q is the fluid density and l represents
the fluid viscosity.

3.3. One-energy equation model

The energy equation for laminar flow in porous medium, using
the Local Thermal Equilibrium hypothesis (LTE), has been given in
detail in the work of Rocamora and de Lemos [32], as follows:

ðqcpÞfr � uDhTii
� �

¼ r � Keff � rhTii
n o

ð3Þ

where hTii and Keff are the average temperature (fluid and solid) and
the effective conductivity tensors, respectively. The effective conduc-
tive tensor, Keff, accounts for all mechanisms contributing to the en-
ergy budget, i.e., for laminar flow those mechanisms are effective
conduction (fluid and solid), tortuosity and thermal dispersion due
to spatial deviations of velocity and temperature. Keff is then given by:

Keff ¼ ½/kf þ ð1� /Þks�Iþ Ktor þ Kdisp ð4Þ

where I is the unit tensor and Ktor and Kdisp are defined such that
[35],

Tortuosity :
1

DV

Z
Ai

niðkf Tf � ksTSÞdA

" #
¼ Ktor � rhTii ð5Þ

Thermal dispersion : �ðqcpÞf /hiuiTf ii
� �

¼ Kdisp � rhTii ð6Þ

In Eq. (5) ni is the normal unit vector at the fluid–solid interface,
pointing from the fluid towards the solid phase. A complete review
of Eq. (3) is beyond the scope of the present text and details of its
derivation can be found in references [32,35]. Here, it is sufficient
to say that the mechanism of dispersion comes from decomposing
in space the convection term, and then volume-averaging it [35].
Also, for the sake of simplicity, the mechanisms of tortuosity and
dispersion are here neglected.

3.4. Two-energy equation model

The one-energy equation model seen above is usually valid
when the temperature difference between the solid and fluid phase
is relatively small. In this case, the condition of Local Thermal Equi-
librium (LTE) is applied. When the LTE assumption is far from real-
ity, the two-energy equation model treats the solid and the fluid
energy balance on separate, via their own macroscopic energy
equations [35]. Those equations read:

ðqcpÞf r � / huiihTf ii þ hiuiTf ii
� �n oh i

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Convection

¼ r � kfr /hTf ii
� �

þ 1
DV

Z
Ai

nikf Tf dA

" #
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

conduction

þ 1
DV

Z
Ai

ni � kfrTf dA|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
interfacial heat transfer

ð7Þ

0 ¼ r � ksr ð1� /ÞhTsii
h i

� 1
DV

Z
Ai

niksTsdA

( )
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

conduction

� 1
DV

Z
Ai

ni � ksrTsdA|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
interfacial heat transfer

ð8Þ

where hTsii and hTfii denote the intrinsic average temperature of so-
lid and fluid phases, respectively, and Ai is the interfacial area with-
in the REV.

3.5. Interfacial heat transfer

In Eqs. (7) and (8) the heat transferred between the two phases
can be modeled by means of a film coefficient hi such that,

hiai hTsii � hTf ii
� �

¼ 1
rV

Z
Ai

ni � kfrTf dA ¼ 1
DV

Z
Ai

ni � ksrTsdA

ð9Þ

where ai = Ai/rV is the interfacial area per unit volume. In porous
media, the high values of ai make them attractive for transferring
thermal energy via conduction through the solid followed by con-
vection to a fluid stream.

Wakao et al. [36] obtained a heuristic correlation for hi for a clo-
sely packed bed of particle diameter D and compared their results
with experimental data. This correlation for the interfacial heat
transfer coefficient is given by,

hiD
kf
¼ 2þ 1:1Re0:6

D Pr1=3 ð10Þ

Later, a numerical correlation for the interfacial convective heat
transfer coefficient was proposed by Kuwahara et al. [37] for lam-
inar flow as:

hiD
kf
¼ 1þ 4ð1� /Þ

/

� 	
þ 1

2
ð1� /Þ1=2ReDPr1=3;

valid for 0:2 < / < 0:9 ð11Þ

The interfacial heat transfer hi introduced by Eq. (9) is calcu-
lated by Eq. (10) for / > 0.9 and Eq. (11) for 0.2 < / < 0.9. The en-
ergy Eqs. (7) and (8) are then rewritten as:

ðqcpÞfr � uDhTf ii
� �

¼ r � Keff ;f � rhTf ii
n o

þ hiai hTsii � hTf ii
� �

ð12Þ

0 ¼ r � Keff ;s � rhTsii
n o

� hiai hTsii � hTf ii
� �

ð13Þ

where, Keff,f and Keff,s are the effective conductivity tensors for fluid
and solid, respectively, given by:

Keff ;f ¼ ½/kf �Iþ Kf ;s þ Kdisp ð14Þ
Keff ;s ¼ ½ð1� /Þks�Iþ Ks;f ð15Þ
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Fig. 5. Effect of porous layer thickness on temperature distributions for Re = 750, H/B = 2, Da = 8.28 � 10�3, / = 0.9, and ks/kf = 10: (a) streamlines, (b) fluid temperature, (c)
solid temperature.
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where Kdisp, Kf,s and Ks,f are coefficients defined as,

Thermal dispersion :� ðqcpÞf ð/hiuiTf iiÞ ¼ Kdisp � rhTf ii ð16Þ

Local conduction :
r � 1

DV

R
Ai

nikf Tf dA
h i

¼ Kf ;s � rhTsii

�r � 1
DV

R
Ai

niksTsdA
h i

¼ Ks;f � rhTf ii

8><
>: ð17Þ

In this work, for simplicity, one assumes that the overall ther-
mal resistance between the two phases is controlled by the inter-
facial film coefficient rather than by the thermal resistance within
each phase. As such, the local conduction coefficients Kf,s, Ks,f are
here neglected for the sake of simplicity. Also, for consistency with
assumptions for the one-energy equation model, the mechanism of
dispersion is here further neglected. Additional information on the
models in Eqs. (14) and (15) can be found in [38].

3.6. Non-dimensional parameters

The local Nusselt number for the one-energy equation model
used by de Lemos and Fischer [33] is given by:

Nu ¼ @hTii

@y

 !
y¼H

H
T1 � T0

ð18Þ

Eq. (18) assumes the Local Thermal Equilibrium hypothesis, i.e.,
hTii = hTsii = hTfii. When the Local Non-Thermal Equilibrium model
is applied, that are distinct definitions for the Nusselt number asso-
ciated to each phase, as follows [39]

Fluid phase Nusselt number:

Nuf ¼
@hTf ii

@y

 !
y¼H

H
T1 � T0

ð19Þ

Solid phase Nusselt number:

Nus ¼
@hTsii

@y

 !
y¼H

H
T1 � T0

ð20Þ

3.7. Numerical method

Eqs. (1), (2), (12) and (13) were discretized in a two-dimen-
sional domain involving both the clear passage and the porous
medium of Fig. 1(b) Cases simulating clear channels were obtained
by setting / = 1, K ?1 and cF = 0 everywhere in the computational
domain.

The finite volume method was used in the discretization pro-
cess and the SIMPLE algorithm [40] was applied to handle the pres-
sure–velocity coupling. The discretized form of the two-
dimensional conservation equation for a generic property u in
steady-state regime reads,

Ie þ Iw þ In þ Is ¼ Su ð21Þ

where Ie, Iw, In and Is represent, respectively, the fluxes of u in the
faces east, west, north and south faces of the control volume and
Su is a term source.

Standard source term linearization is accomplished by using,

Su � S��u hui
i
p þ S�u ð22Þ

For the momentum equation, discretization in the x-direction gives,

S�x ¼ S�xe


 �
P � S�xw


 �
P þ S�xn


 �
P � S�xs


 �
P þ S�P ð23Þ

S��x ¼ S��/ ð24Þ

where, S*x is the diffusive part, here treated in an implicit form. The
second term, S**x, entails the additional drag forces due to the por-

ous matrix, last two terms in Eq. (2), which are here treated explic-
itly (see [30] for details).

For the numerical simulations here presented, a grid of
40 � 180 (7200) nodes was used, which was refined next to the
jet entrance and close to the walls. Code validation and grid inde-
pendency studies were conducted for the empty channel case and
results were compared with the literature, as shown below. As
mentioned, all results have been simulated with the following geo-
metric configurations and boundary conditions: uniform inlet jet
velocity, uniform inlet jet temperature, To = 300 K, bottom plate
temperature, T1 = 310 K; ratio between nozzle-to-plate distance
and nozzle width, H/B = 2; nozzle width, B = 1 � 10�2 m and chan-
nel length, L = 0.5 m.

4. Results and discussion

4.1. Clear channel

The first set of results is related to the configuration shown in
Fig. 1(a), where no porous material is attached to the bottom wall.
Fig. 2(a) shows the distribution of the local Nusselt number close to
the stagnation region compared with experimental data of Gardon
and Akfirat [1], numerical results of Chen et al. [3] and predictions
by de Lemos and Fischer [33]. In Fig. 2(a) the Reynolds number is
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Re = 450, the inlet velocity profile at the jet inlet is fully developed
and the fluid flows in between parallel plates. The temperature
profile is uniform at the bottom wall and the ratio between the

nozzle-to-plate spacing and nozzle width is H/B = 4. In order to
make the comparison, it is necessary to normalize the local Nusselt
with Pr�1/3. The figure seems to indicate a good agreement with

Fig. 7. Effect of Da on flow and temperature distributions for Re = 750, H/B = 2, h = 0.5H, / = 0.9, and ks/kf = 10: (a) streamlines, (b) fluid temperature, (c) solid temperature.
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both numerical simulations and experimental measurements
found in the literature. Fig. 2(b) shows a comparison of local Nus-
selt number at the lower plate with the numerical results of Chiriac
and Ortega [4] and de Lemos and Fischer [33]. Inlet velocity and
temperature profiles are uniform at the entrance slot and H/B = 5.
One can see that here also a reasonable agreement with the litera-
ture is obtained for Reynolds number up to 500. In the end, Fig. 2
indicates the correctness of the code and suitability of the compu-
tational grid used.

4.2. Channel with porous layer

For cases with a permeable layer located at the bottom of the
channel, the resulting configuration is shown in Fig. 1(b). The por-
ous material is assumed to be rigid, with porosity /, thermal con-
ductivity ratio ks/kf, permeability K and non-dimensional thickness,
h/H. Results below are obtained using distinct values for such four
parameters. In this work, the permeability is considered to be a
scalar that varies with the porosity and the particle diameter Dp,
according to the Ergun equation (see [35]):

K ¼
D2

p/
3

144ð1� /2Þ
ð25Þ

The Darcy number, Da, is defined by the ratio Da = K/H2.

4.3. Effect of porosity, /

Fig. 3 shows the streamlines and temperature fields for both the
fluid and porous layer in the geometry of Fig. 1(b), as a function of
the porosity /. For clarity, the two-dimensional maps are turned 90
degrees to the left (counterclockwise), with the incoming jet lo-
cated at the lower left corner of the drawings. Therefore, the fluid
layer is located on the left of the drawings, whereas the porous
material is positioned at the right of each figure. Fig. 3(a) indicates
that porosity variation does not strongly influence the flow behav-
ior, as also noted by Graminho and de Lemos [30] and de Lemos
and Fischer [33]. On other hand, results for hTfii (Fig. 3(b)) seems
to indicate that an increase in porosity decreases the thermal
boundary layer thickness at the wall, affecting the temperature
distribution within the liquid phase with a substantial cooling ef-
fect located at the stagnation region. Also, as / increases, a deeper
cooling of the porous material is obtained (Fig. 3(c)), reflecting the
fact that the cooling fluid penetrates more easily into the core of
the layer as the void spaces become of a larger size.

Fig. 4 compares values for the Nusselt numbers calculated with
the Local Thermal Equilibrium (LTE), Eq. (18), with those obtained

with the two-energy equation model (LTNE), Eq. (19). One can see
in the figure that, for high porosities, no substantial difference is
calculated when using the two models. However, for low void
spaces or low porosity, the existence of more solid per total vol-
ume gives rises to distinct Nusselt numbers at the same axial
location.

4.4. Effect of blockage ratio, h/H

A study of the influence of the porous layer thickness is now
presented. Streamlines and temperature fields for various porous
layer thicknesses, Re = 750 and / = 0.90 are presented in Fig. 5.

Fig. 5(a) shows that the porous layer thickness strongly influ-
ences the flow behavior, as also noted by [30,33]. The primary vor-
tex has its strength diminished as h/H increases. Further, Fig. 5(b)
shows that as the porous layer size increases, fluid temperature
gradients at wall are reduced as more heat is transferred to the
thicker solid phase. Fig. 5(c) also indicates that as h/H increases,
temperature gradients of the solid and fluid phases tend towards
the same value at the wall.

Fig. 6(a) compares Nusselt number calculated with the local
thermal equilibrium model, Eq. (18), with those obtained with
the local thermal non-equilibrium model, Eq. (19). It is observed
that for porous layer thickness occupying 25% of the channel, a sec-
ond peak on the local distribution of the Nusselt number is calcu-
lated with both models. For a porous layer thickness occupying
75% of the channel, such peak is smoothed out when applying both
models. Differences in Nu for low h/H values occur due to the fact
that, under such circumstances, temperature gradients are sub-
stantially different in both phases, as presented in Fig. 6(b), which
was plotted for the second peak location at x/B = 8. Fig. 6(b) indi-
cates that the greater the porous layer thickness, the more com-
plete is the heat exchange between phases and, in turn, more
realistic is the consideration of the Local Thermal Equilibrium
hypothesis.

4.5. Effect of darcy number, Da

The effect of Darcy number, Da = K/H2, is presented in Fig. 7.
Streamlines displayed in Fig. 7(a) indicates that as Da decreases,
fluid is pushed to flow above the porous layer in the gap of size
H � h. Also noted is the reduction and elongation of the recircula-
tion bubble, with fluid no longer penetrating the porous substrate
as the permeability is reduced. Corresponding fluid and solid tem-
perature distributions are plotted in Fig. 7(b) and (c), respectively.
For high Da cases, the penetrating flow is sufficiently strong to de-
form temperature profiles leading to the formation of a thin
boundary layer at the jet impinging region. As Da is reduced,
the thermal boundary layer becomes thicker at the jet axis loca-
tion and heat is transported through the porous material nearly
by conduction. For Da = 4.50 � 10�5, the porous substrate behaves
like a solid layer and a boundary layer forms at the macroscopic
interface between the two media. Fig. 8 compares now values
for the Nusselt numbers calculated with the Local Thermal Equi-
librium (LTE) model with those obtained with the Local Thermal
Non-Equilibrium (LTNE) hypothesis. It is observed that for high
Da cases, as example for Da = 6.75 � 10�1, different Nusselt num-
bers are calculated depending on the energy model applied, with
the 2EEM giving higher values along all channel. For low Da val-
ues, Nu is reduced for both models and tend towards the same va-
lue. When looking back at Fig. 7, one can see that temperature
gradients at wall tend to equalize asDa decreases, leading to sim-
ilar values for both Nu and Nuf. In such cases, the mechanism of
conduction heat transfer prevails in both the solid and fluid
phases.
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Fig. 9. Effect of ks/kf on temperature distributions for Re = 750, H/B = 2, h = 0.5H, Da = 8.28 � 10�3 and / = 0.9: (a) streamlines, (b) fluid temperature, (c) solid temperature.
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4.6. Effect of thermal conductivity ratio, ks/kf

The effect of the ratio ks/kf is shown next. Fig. 9(a) indicates that
ks/kf variation does not influence the flow behavior at all, since a
decoupled solution is here applied, or say, the thermal field is
solved with constant properties and no buoyancy effects are con-
sidered. Corresponding fluid and solid temperature distributions
are plotted in Fig. 9(b) and (c), respectively. For high ks/kf cases,
temperature gradients for both fluid and solid phases decreases
since a higher solid thermal conductivity transport heat more eas-
ily through the solid, which, in turn, heats up the fluid via interfa-
cial heat transfer. Fig. 10 shows the effect of ks/kf and energy model
on the local distribution of Nusselt number. It is observed that for
low ks/kf ratios, similar results with one and two-energy equation
model are obtained since for low ks/kf values temperature profiles
of fluid and solid phases are of same order. As such, consideration
of Local Thermal Equilibrium hypothesis becomes more realistic.
For high ks/kf values, the temperature filed become less equal
(see Fig. 9) as heat is conducted quicker through the solid material,
affecting, therefore, both temperature gradients at the wall, partic-
ularly at the stagnation point, x � 0.

4.7. Integral wall heat flux

As pointed out in de Lemos and Fischer [33], a useful parameter
to assess the effectiveness in using a porous layer in the channel of
Fig. 1(a) is to calculate the total heat transferred from the bottom
wall. Such overall heat transferred from the lower wall can be cal-
culated for both configurations presented in Fig. 1, as

qw ¼
1
L

Z L

o
qwxðxÞdx ð26Þ

Depending on the thermal model used, there are two possibili-
ties to evaluate the local wall heat flux qwx. One can use the
hypothesis of Local Thermal Equilibrium (LTE), or else, individual
terms can be applied in each phase in order to calculate the inte-
grated heat transferred from the bottom wall. In the latter case,
the LTNE model is employed.

Therefore, for the one-energy equation model, one has:

qw ¼
1
L

Z L

o
qwxðxÞdx; qwx ¼ �keff

@hTii

@y

�����
y¼H

; keff ¼ /kf þ ð1� /Þks

ð27Þ

and for the two-energy equation model:

qw ¼
1
L

Z L

o
qwxðxÞdx; qwx ¼ � keff ;f

@hTf ii

@y

�����
y¼H

þ keff ;s
@hTsii

@y

�����
y¼H

2
4

3
5;

keff ;f ¼ /kf

keff ;s ¼ ð1� /Þks


ð28Þ

For the cases where the a porous layer is considered, the wall
hat flux is given a superscript / on the form q/

w. The ratio q/
w=qw

can then be seen as a measure of the effectiveness in using a por-
ous layer for enhancing or damping the amount of heat transferred
through the wall.

Fig. 11 compares the ratio q/
w=qw for several Reynolds number,

porosities / and blockage ratios h/H, with ks/kf = 10. Fig. 11 shows
that for nearly all cases the one-energy equation model overesti-
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mates the integral heat transferred from the bottom wall, except
for / > 0.9. For such high porosity cases, both one and two-energy
equation models give similar results since contribution of the solid
phase to the overall wall heat transport is small, leading to more
realistic results when using the LTE model.

Fig. 12 further shows variations for the integral wall heat flux
ratio with h/H for two values of porosity /. For a porous medium
with low porosities or more solid material (Fig. 12(a)), results indi-
cate a substantially different ratio q/

w=qw for the two models, being
advantageous to use ticker layers only, or say, q/

w=qw > 1 only
when h/H > 0.63. For high porosities (Fig. 12(b)), results indicate
a reasonably good agreement between the two models for up to
h/H = 0.5. Fig. 12(b) further indicates that the use of a porous layer
brings no advantages, a result obtained when using the LNTE mod-
el and the parameters here considered.

Fig. 13 finally compiles results for q/
w=qw when the thermal con-

ductivity ratio ks/kf and porosity / are varied. It is observed that the
one-energy equation model overestimates the wall heat flux in the
majority of the cases. Fig. 13(a) shows that for porosities varying
from / = 0.9 to / = 1.0 results indicate a good agreement between
the two models compared. Also shown is that for / = 0.9 the pres-
ence of a porous layer is beneficial for ks/kf greater than 10, since
the ratio q/

w=qw for such condition is greater than 1. However,
one should emphasize that differences between the two models
are here obtained under the assumptions mentioned earlier, or
say, neglect of tortuosity and local conduction when the LTE and
LNTE hypotheses are applied, respectively. These mechanisms
might play a certain role on the accuracy of the predictions with
the two models.

5. Conclusions

This paper investigated the structure of fluid and thermal fields
for an impinging laminar jet into a porous bed. Effects of variation
of porosity, permeability, channel blockage ratio and solid-to-fluid
thermal conductivity ratio were investigated. The following con-
clusions were observed

(1) The presence of a porous bed on the plate eliminates the sec-
ond peak in distribution of local Nusselt number and allows
for controlling heat transfer from the wall, a feature also
confirmed by de Lemos and Fischer [33].

(2) Porosity does not strongly influence flow behavior, but
affects temperature fields by better cooling the solid matrix
as / increases, particularly at the stagnation region. For low
porosity materials, the fluid Nusselt number differ when cal-
culations use LTE or LNTE model, with Nu approaching Nuf

when increasing porosity.
(3) For thinner porous layers, the flow field approaches that of

an empty channel with a large recirculating bubble attached
to the jet entrance. Temperatures fields for fluid and solid
become identical for a large h/H value as there is more room
for thermal equilibrium to be established.

(4) For highly permeable media, the fluid penetrates the porous
substrate and a rerirculation bubble remains attached to the
nozzle while thermal boundary layer thickness is reduced
with corresponding reduction of the solid cooling effect. Less
permeable porous media tend to make both temperature
gradients at the wall to attain similar values as small convec-
tive currents do not cause substantial temperature differ-
ence close to the wall.

(5) For high ks/kf ratios, temperature levels remain high at the
solid phase, increasing, consequently, fluid temperatures
and, in addition, thickening the thermal boundary layer at
the wall.

Fig. 12. Integral heat flux ratio at the lower wall for various Reynolds and porous
layer thickness with H/B = 2, Da = 8.28 � 10�3, ks/kf = 10: (a) / = 0.5, (b) / = 0.9.
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(6) For low porosities, thicker porous layers and low thermal
conductivity ratios, discrepancies when using both energy
models appear when calculating q/

w=qw. Such discrepancies,
however, might be dependent on the assumptions of neglect-
ing the mechanisms of tortuosity and local conduction.

(7) The use of the LNTE model indicates that it is advantageous
to use a layer of highly conducting and highly porous mate-
rial attached to the cooled wall. However, these conclusions
are based under the assumption of neglecting the mecha-
nisms of tortuosity and dispersion within the porous
material.
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